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SUMMARY

Web transport systems for transporting films, textile
material, paper, etc., are usually large-scale systems. The
velocity and the tension of the web are controlled by
dividing the systems into several subsystems in which
strong coupling exists between the velocity and tension
control. A self-tuning PI (STPI) controller with an estimator
based on a novel adaptive particle swarm optimization
method is constructed, and it is applied for controlling an
actual web transport system. The controllers are designed
on the basis of the methodology of the overlapping decen-
tralized control by taking into consideration online execu-
tions performed by a general computer. The effectiveness
of the constructed control system is verified on the basis of
several experimental results obtained by using an actual
experimental web transport system. © 2013 Wiley Peri-
odicals, Inc. Electr Eng Jpn, 184(1): 56-65, 2013; Published
online in Wiley Online Library (wileyonlinelibrary.com). DOI
10.1002/eej.22366
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1. Introduction

Web is a collective term for paper, films, and other
materials. The equipment used in processing of such mate-
rials is usually called web transport. Raw web materials are
discharged from unwinders, processed (e.g., printed) while
passing over multiple rollers, and finally wound up by
motor-driven winders. A change of web transport speed in
the course of processing may result in nonuniform process-
ing; furthermore, abnormal tension leads to buckling and
breaks. Thus, advanced control is required in order to
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synchronize all parts of a web for appropriate speed and
tension.

Usually, web transport is a large system including
numerous driving rollers, and hence decentralized control
is often applied to improve maintenance and simplify the
configuration of the control system [1]. When designing
decentralized control, a system is divided into multiple
subsystems. The problem is how to deal with mutual inter-
ference among the subsystems. Overlapping decentralized
control was proposed as a solution to this problem [2].
Specifically, strongly coupled components were arranged
in one subsystem, and shared by neighbor subsystems. In
real life, however, the parameters of a web transport system
vary with time and the environment, and high-order dynam-
ics is difficult to model; thus, adaptivity remains an issue to
be solved. Recently, an STPID (Self-Tuning PID) control
design was proposed to solve this problem by providing
adaptation to parameter fluctuations [3]. In particular, the
proposed control system for web transport has the follow-
ing features: (1) a system is divided into subsystems using
overlapping decentralized control design, (2) using noise-
robust GMVC (Generalized Minimum Variance Control)
[4], explicit self-tuning control [5] is configured, (3) PSO
(Particle Swarm Optimization) is employed for system
parameter identification, (4) GMVC control rules are re-
placed with PID control rules [5, 7, 8]. The effectiveness of
the previously proposed control method [3] was verified by
simulations, and its robustness to the system’s nonlinear
characteristics and observation noise was demonstrated.
However, actual web transport systems involve dynamics
and observation noise that cannot be fully reproduced in
simulations, and therefore real-machine verification re-
mained an issue. In addition, the computational complexity
in real systems is restricted by the necessity of real-time
execution, and hence the control algorithm must be imple-
mented for online execution. In the present study, we con-
sider the improvements required in order to apply the
previously proposed method [3] to actual web transport
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systems. Specifically, we present a method for online esti-
mation of the system parameters based on adaptive PSO
(OPSO: Online PSO) that offers good calculation effi-
ciency, and a particular configuration of a self-adjusting PI
controller based on the estimated parameters. We also dem-
onstrate the effectiveness of the proposed methods using a
web transport system.

The paper is organized as follows. First, related stud-
ies are reviewed in Section 2. Then the considered web
transport system and control system design are explained
in Section 3. Experimental results are presented in Section
4, and conclusions are drawn in Section 5.

2. Related Research

2.1 Research on web transport systems

As regards decentralized control proposed so far for
web transport systems, there are methods based on H.,
control [2, 10, 11], two-DOF H.. control [12, 13], and a
two-DOF gain-scheduled controller [14]. The effectiveness
of these methods was verified in experiments with a three-
motor experimental system [12, 14] and in simulations with
a relatively large nine-motor system model [13]. In addi-
tion, the design parameters were adjusted in advance using
detailed models, and were implemented in real machines
(simulation-based control design).

Research on model-reference web tension control
systems includes feedforward control [15] and adaptive PI
control [16]. In such methods, one needs relatively detailed
models of the controlled plants, while providing robustness
to modeling errors is an important issue of controller de-
sign. The effectiveness of these methods has been proven
in simulations.

The previously proposed methods were verified
mainly by simulations. Even experimental studies have
dealt with minimum configurations of the web transport
systems; to our knowledge, the real-machine verification in
the present study is the first of this scale.

2.2 Research on controller self-tuning based
on PSO

There are many methods for PSO-based search of
PID gain sets. The most typical are those that select the PID
parameters so as to minimize a response waveform index
by offline simulations using an identification model [17-
22]. Direct search is performed in a space configured of
three PID parameters, using a combination of criteria such
as IAE (Integral Absolute Error), ISE (Integral Square
Error), ITSE (Integral-of-Time multiplied Square Error), or
ITAE (Integral-of-Time multiplied Absolute Error). How-
ever, when using such criteria to evaluate the performance
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of a PID controller, one must comprehensively examine the
control waveforms, from transient states to steady state,
which means that online search for the PID parameters is
impracticable.

In addition, there have been attempts to combine PSO
and PID with other algorithms. For example, a method was
proposed in which the PID parameters are predetermined
by PSO search under various credible conditions, and then
synthesized dynamically by fuzzy rules in system control
[23]. In addition, a method for online design of an H.,
controller was proposed using PSO, intended for optimiza-
tion of constrained problems (ALPSO: Augmented La-
grangian PSO) [24]. However, these methods employ
conventional PSO algorithms that do not provide adaptive
search for time-varying systems, and hence the search for
control parameters must be applied to static models.

As regards online PSO implementation, there is a
method of adjusting the PID parameters by minimization
of the errors between a reference model and the output
when identification is difficult [25]. Another method has
been proposed for tuning of PID control rules using offline
and online PSO [26]. However, these methods do not con-
sider adaptation to the system’s time variation; PSO search
and PID parameter tuning converge over time, which makes
it difficult to use these methods for time-varying systems.

On the other hand, there is a method called MPC-PSO
in which PSO is used in online control to determine the
input sequence of model predictive control (MPC) [27]. In
this method, the predictive control input is selected using
conventional PSO. The effectiveness of such an approach
was verified for both linear and nonlinear systems. How-
ever, this usage of PSO is different from the online parame-
ter identification in the present study; in MPC-PSO, a
separate means is needed to acquire a plant model. In
addition, here too, adaptation to time-varying systems is not
considered.

3. Experimental Web Transport System and Control
System Design

The experimental web transport system is shown in
Fig. 1. The system includes 12 rollers, of which 4 are
provided with servo motors and 2 are provided with tension
sensors. The rollers driven by motors are called driving
rollers. In addition, the first roller that discharges the web
is called the unwinder, and the last roller that winds the web
up is called the winder. The present study aims at control to
maintain the desired values of the tension 7T'(¢) and T5(7) at
two points as well as the speeds v,(#) and v,(f) of the web
on the second and fourth rollers (driving rollers) as shown
in Fig. 1(b). Here ¢ denotes time. Other symbols used in this
study are explained in Table 1.
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Fig. 1. Experimental web transport system. [Color
figure can be viewed in the online issue, which is
available at wileyonlinelibrary.com.]

3.1 Overlapping decentralized control

In the system shown in Fig. 1, the tension and speed
at every roller are related in terms of the viscoelasticity of
the web as follows:

Ps)

Ti(s) = 7

{Vis1(s) = Vi(s)} ey

where the characteristic transfer function P(s) is expressed
by the Voigt model as

PGy = A(n+ ) @

Table 1. Conventional symbols

A[m?] Cross-sectional area of web

G,[N/m?] | Elastic modulus of web material

17, [Ns/m?] | Viscosity modulus of web material

i [m] Radius of i-th drive roll

Ji[kgm?] | Moment of inertia of i-th drive roll

L;[m] Web length between i-th and (7 + 1)-th drive roll
u; [Nm] Input torque of i-th drive roll

v; [m/s] Web velocity on i-th drive roll

T; [N] Tension between i-th and (7 + 1)-th drive rofl
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The input/output relations of the experimental system are
shown in Fig. 2. Thus, the transfer functions for the web
speed are

Fi(s) = 5= (1 Ti(s) = Ui(s)) 3)
ha(s) = W0+ (WO -Ti) @
V3(s) = 7 {13 (T3(8) = Ta(s)) = Us(s)) 5)
Vi(s) = 7= (Us() = T5(9)) (©)

Considering Eq. (1), the transfer functions from U, (s) and
U,(s) to Ty(s), or from Us(s) and Uy(s) to T5(s), can be
expressed as follows:

Ti(s) = Gis)Ui(s) @)
where
Ui(s)— U( )+J+ Uisi(s) ®
P(s)
Gi(s) = - 9)

P(s) "
1+ L (-1: +Ji+|S)

(i =1, 3). Now the transfer function from U, to V,(s), or
from U, and V,(s), can be expressed as follows:

Vis) = Gi(s)Ui(s) (10)

where

Ui(s) £ Ui(s) (11
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Fig. 2. Block diagram of system.



Gi(s) = % (12)

(i=2,4). Thus, the experimental system can be divided into
four overlapping subsystems in Eqs. (7) and (10). Let the
manipulated variable of every subsystem be expressed as

(1) £ (@ (1) i(t) (1) ia(1)" (13)
Then the input of every motor is
u(t) = Na(1) (14)

Here u(1) = (u;(£) un(t) us(t) ug(r))" and the following is the
transformation matrix of the manipulated variables:

-1
I’]/Jl I’z/Jz 0 0

0 1 0 0
0 0 /S5 r4lds
0 0 0 1

13

N (15)

3.2 Discrete-time model

In order to implement a control algorithm in the
experimental system, every subsystem is represented by a
discrete-time model as follows:

Ay k) = 2Bz (k) (16)
Here y;(k) denotes the output at discrete time point k, and
k,, denotes the minimum dead time. In this study, we
assume k,,, = 1 and consider only the dead time of zero hold.
In addition, j is the subsystem number; below this index is
omitted because the control system is configured in the
same way for each subsystem.

In this study, we configure a mechanism to sequen-
tially identify A(z"" and B(z"") fora response within about
1 s from the current instant” using adaptive PSO (to be
explained below). Thus, in this study the response (9) is
approximated by a sequentially updated first-order delay
system, and the transfer functions of all subsystems are
synthesized from first-order delay elements G(s) =
K/(T,s + 1) and zero-hold elements (1 — exp(-Ts))/s, and
approximated by the z-transform:

{1 —exp(-T,/To)}z"!

17
1 —exp (_Ts/Ta)Z_l (an

K
Z[H(s) - G(s)] =

Here T} is the sampling time; 7, and K are the time constant
and gain, respectively. From the above, the following poly-
nomials are obtained for the system parameters:

AzY =1—-exp(-Ty/T)z' 21 +ayz"!
Bz = K{1 —exp(=T/T.)} £ by

(18)
(19)

*We set this time period assuming it to be sufficient for estimation of the
dominant mode in every subsystem.
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3.3 Online identification of system parameters
by OPSO

PSO is a method of search for statistically optimal
solutions. The method imitates swarm intelligence and
proves effective for nonlinear programming problems [6].
The robustness and high speed of PSO in optimal solution
search have been proved by numerous studies dealing with
nonlinear, nondifferentiable, multimodal, and other prob-
lems, and this method is now applied in a wide range of
fields [28, 29]. PSO was first proposed for solving static
optimization problems. Recently, the method was modified
to deal with real dynamical systems, and new PSO algo-
rithms can adapt to environmental changes caused by meas-
urement noise or the system’s time variation, that is, to a
varying search space [30-32]. In addition, the authors have
proposed an adaptive OPSO featuring high calculation
efficiency in online identification of time-varying systems
[9]. In the present study, this algorithm is used to configure
amechanism for online identification of system parameters.

3.3.1 Algorithm

The position and velocity of particles in the search
space are expressed by x,,(k) = (a,,(k)bo,(k)* and v,,(k) €
IR2, respectively. Here m = [1, M] € NN, is the particle’s
number, and a,,,(k) and by,,(k) are system parameters esti-
mated by the m-th particle. OPSO is used to seek the
optimal solution to the following problem with objective
function f, : R* = R:

min fi(x) 2 0 (20)

First, the best solution fm(k — 1) of every particle obtained
at the previous time point is reevaluated using the evalu-
ation function at the present time point, and the minimum
value is found:

X(k) = argmin {f(X(k — 1))} (21)

Then the position and velocity of each particle are updated
as follows:

vm(k) = (Uvm(k - I) + C1ry {-ig(k) - xnz(k - 1)}
+ cara {Xp(k — 1) — x(k — 1)}
Xm(k) = Xp(k = 1) + 0,,(k)

(22)
(23)
Here o, ¢, andAcz are configuration parameters; the initial
values x,,(0) = x,,(0) and v,,(0) are set using random num-

bers. Then the position of every particle offering the mini-
mum evaluation value and its value f,(x"")(k)) are found:

. {xm(k) if fi(xn(K)) < fi(Gon(k — 1))
Xn(k) =

Xnm(k—1) otherwise (24)



Finally, the best solution for the entire swarm, that is, the
OPSO estimate at time point k, is found:

#(k) = argmin {i(&n(k)) = @(K) bo(k)"  (25)

OPSO is different from conventional PSO algorithms

as follows: (1) due to the use of a time-varying evaluation

;f\unction, the values .Qm(k) (usually referred to as pbest) and

x°(k) (usually referred to as gbest) do not decrease mono-

tonically, (2) no new design parameters are added, (3) the

calculation procedure is simple, (4) a strong adaptive ability

is obtained while the only additional calculation is Eq. (21).

3.3.2 Particle evaluation

The following evaluation function is used to estimate
the system parameters by OPSO:

1
Sl () = Y lyte— i) =9 k= dxu®)|  (26)
i=0

where

¥l (k) = (y(k = 1) ulk - 1) 27)
I is the number of estimation steps. Because of the con-
straint on the stability of the system parameters to be
estimated, search is not performed in the regions where
31,,1(1() >0 or 20m(k) < 0. The greater the value of [ that is
set, the more effectively the influence of measurement noise
can be suppressed; however, the computational complexity
increases directly with I, which results in a longer delay
time in order to reflect the changes of the system parameters
in the control rules. In this study, the sampling time of the
experimental system is 7 = 10 ms, and / is set to 100. This
means that the parameters representing the system’s dy-
namics are calculated using response waveforms within 1
S at most.

3.4 Self-tuning of PID controller based on
GMVC

The control systems of every subsystem of the web
transport system considered in this study are configured
using a method that couples minimization of the perform-
ance index and PID control rules [7]. Transformation into
PID control rules has the following advantages: (1) easy
implementation on PID-controlled equipment, (2) easy ex-
amination of system behavior in the frequency domain, (3)
the behavior and implications of the self-tuned control
inputs are easy to understand for specialists experienced in
PID control. In the framework of the present study, points
(2) and (3) are especially beneficial. Namely, the experi-
mental system is susceptible to mutual interference among
the subsystems and the influence of measurement noise,
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and hence it is important to select PI parameters for efficient
control in the low-frequency region. In this context, the
representation of control rules by means of PID parameters
is very convenient to evaluate the validity of self-tuning
controllers. Below we explain briefly how this method is
applied to the control system in this study.

First consider the minimization of the following per-
formance index based on GMVC:

J = E ¢k + ko + 1) (28)

The generalized output ¢(k + k,,, + 1) is specified as follows:

Pk + ki + 1) := P DYy(k + ki + 1) + AAu(k)

— R Myw(k + k) (29)

Here o(k) is the target value and A is a design parameter
that weights the control input. In addition, A= 1—z"!. The
control rule u(k) is expressed as follows:

FE (k) + {EEHBE) + 4} Auk

—REMw(k) =0 (30)

Here E(z’l) and F(z™") are found from the following Dio-
phantine equation:

P = AME YEE ") + 2B DR 31

where
EzY=1+¢z"! (32)
FEe = fo+ fiz"! (33)

In addition, P(z — 1) is defined as the following design
polynomial to adjust the rise time and damped oscillation
characteristics:

P(z‘l) =1 +p]z“l +p22"2

(34)
where
0 Vap -1
p1 = —2e % cos a 0 (35)
2u
pr =t (36)
p=Ls (37)
p

w=0251-08)+0516 (38)

The quantities & and 6 can be used to adjust the system
response characteristics. In the present study, & = 0 is fixed
to prevent overshoot, and therefore the above expressions
can be simplified as follows, with ¢ being the only parame-
ter that defines P(z"):

(39)
(40)

pr=-2e7

_4Ts
-



On the other hand, the control rules of a digital PID con-
troller can be expressed as follows:
T, Tp

Au(k) = k, (A + =24 TA2)e(k)

7 (41

Here e(k) = w(k) — y(k). This can be rewritten as follows:

Cz "y(k) + Au(k) = C(z”Yw(k) = 0 (42)
where
C(z_l) 2o+ ezl 4 ez
= kp(l ELN zw—D—) —kp(l + 2TD)z‘l
Tl T.s Tx
kpTp _
p'D 2 43)

N

Now, placing the emphasis on the steady-state response and
approximating E(z )B(z™") = E(1)B(1), Eq. (30) can be
described as follows:

-1-:-%:1—2 y(k) + Au(k) — B(—z);—l)w(k) =0 44)
where
v B(HE(1)+ A (45)

Therefore, as follows from a comparison with Eq. (42),
GMVC and PID control can be considered approximately
equivalent with the following design:

Rz =FE™"
Cz"Y=FE"Yw

(46)
47
Therefore, the PID parameters can be derived as follows

using the system parameters al(k) and l%(k) estimated by
OPSO:

kp =-filv
Tr=-ATs/(fo+ /1)

(48)
(49)
However, the system dynamics in this study is approxi-
mated by low-order polynomials, and 7}, cannot be calcu-

lated. Using Eq. (31) and the system parameters estimated
by Eq. (40), the following can be obtained:

Jo=p2+ak) + (1 - ai(k))e (50)
Si = eran (k) (51)
v =bo(k)(1 +ep) + A (52)
e =p—ak) +1 (53)

Figure 3 shows the control system configured by applying
this method to the web transport system.

The design parameters of such STPI control based on
GMVC are A and 6. All subsystems of the web transport
system should be controlled synchronously, and hence
these parameters should be designed the same for all sub-
systems. Thus, we adjust the four subsystems using the
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Fig. 3. Block diagram of control system.

common parameters A and ¢. The physical meaning of
these parameters is obvious, which makes their setting
relatively easy.

In the previous study [3], we repeated PSO search 40
or more times at each discrete optimization step, and in
addition we sought five system parameters assuming a
second-order estimation model. On the other hand, in the
present study, the processing time is reduced by a factor of
about 100 due to the introduction of OPSO and the use of
an estimation model of lower order, which makes possible
real-time implementation of the control algorithm.

4. Experiments

4.1 Response to step input

Here we present the results of experiments with the
above control method applied to the web transport system.
The number of particles in PSO was 100, and the number
of evaluation steps for the function in Eq. (26) was I = 100.
The design parameters of GMVC were A = 10 and ¢ = 1.
The target values were set to ®; = w4 = 0.3 m/s, @, =2 N,
0 = 10 N. The initial values of the sought parameters were
aij(k)=0and goj(k) =0.Herej=1, 2, 3, 4 is the number of
the subsystem.

The time evolution of the output values and input
torque is illustrated in Fig. 4. As indicated by the diagram,
the controlled variables converge to the respective target
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Fig. 4. Experimental results. [Color figure can be
viewed in the online issue, which is available at
wileyonlinelibrary.com.]

values without overshoot, while the steady-state response
changes smoothly. The time evolution of the estimated
parameters 31 jand l%j is shown in Fig. 5. The time evolution
of the PI parameters tuned online is shown in Fig. 6. As can
be seen from these results, the estimated system parameters
vary adaptively over time, and the PI parameters are tuned
accordingly. The estimated parameters fluctuate because of
measurement noise and other disturbances, which is re-
flected in oscillatory fluctuations of the PI parameters;
however, k, is adjusted within a relatively narrow range of
010 0.2, except for the initial part,” thus not exerting a strong
effect on input variation and the control results.

4.2 Variation of response characteristics with
system parameters

In the proposed method, there are two configuration
parameters, A, which imposes a constraint on input vari-
ation, and ¢, which adjusts the response time. Here we
present experimental results pertaining to the influence of
these parameters on the system’s response.

“In Fig. 6, kp of subsystems 2 and 4 goes beyond this range in some places;
in particular, 0.977 at 0.06 s and 0.501 at 0.07 s in the former case, and
0.259 at 0.08 s and 0.220 at 0.30 s in the latter case. These deviations were
very brief and were not so large as to degrade the system’s stability.
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Fig. 5. Time evolution of estimated system parameters
of each subsystem. [Color figure can be viewed in the
online issue, which is available at
wileyonlinelibrary.com.]

Experimental results obtained for various A are
shown in Fig. 7. As can be seen from the graphs, greater
variation of the input is allowed when A is set smaller, and
convergence to the target becomes faster. However, at A <
3, the proportional gain becomes too high, which results in
instability.

Experimental results obtained for various G are
shown in Fig. 8. As can be seen from the graphs, the
convergence worsens when G is set small. However, at ¢ =
0.3 a strong fluctuation of v, was observed for about 1 s;
that is, an anomalous web speed may occur when the
parameter is set too small. When G is set above 1, the second
and third terms on the right-hand side of Eq. (34) become
very small, and the effect of ¢ on the system’s response
weakens.

According to the above results, first ¢ should be set
sufficiently large unless there is a need to provide a slow
response; then A should be set as small as possible while
assuring the system’s stability.

0.2

o1 {subsystem 1 &, subsystem 3 kp |
! Tj -eee- 7 ‘
| subsystem 2 ky, subsystem 4 k, — |

R L

time [s]

Fig. 6. Time evolution of calculated PI parameters of
each subsystem. [Color figure can be viewed in the
online issue, which is available at
wileyonlinelibrary.com.]
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Table 2. PI parameters for each subsystem

1st 2nd 3rd 4th
kp | 0.01 | 0.15 | 030 | 0.15
T; 1 0.013 | 0.020 | 0.175 | 0.020

4.3 Comparison in performance with other
methods of PI parameter tuning

Here we demonstrate the effectiveness of the pro-
posed method by experimental comparison with other set-
tings of PI parameters.

First, in preliminary tests we confirmed that the web
cannot be transported without breakage by using conven-
tional methods such as PI or CHR. In such adjustment
algorithms, the proportional gains in subsystems 2 and 4
(speed adjustment systems) tended to be set large; thus, we
adjusted the PI parameters of subsystems 1 and 3 (tension
control system) using the CHR algorithm and then tuned
the PI parameters of subsystems 2 and 4 by trial and error.
The obtained PI parameters are listed in Table 2, and the
experimental results obtained using these parameters are
shown in Fig. 9. In order to evaluate the response with
respect to variation of the target values, the initial target
values ®; = w4 =0.3 m/s, m, =2 N, 03 = 10 N were changed
to ®; =y =0.7 m/s, ®, =4 N, w3 =13 N after 10 s. The
other conditions were the same as in the previous experi-
ments. As can be concluded from these results, the proposed
method provides fast adaptation to variation of the target
values and is more efficient than conventional PI controllers
with complicated adjustment procedures.
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Fig. 9. Experimental results by using fixed PI
parameters and using proposed method. [Color figure can
be viewed in the online issue, which is available at
wileyonlinelibrary.com.]



5. Conclusions

In this study, we configured an experimental web
transport system, and designed a control system based on
overlapping decentralized control. The controller for each
subsystem was designed using STPI control based on
GMVC, and a mechanism was provided for online estima-
tion of the system parameters required for control using
OPSO. In addition, we performed experiments with the
proposed method, which demonstrated that the control
system designed in this study was capable of simultaneous
control of web speed and tension.

The proposed method has the following features:

e Real-time processing can be implemented on a
general-purpose computer.

e Only two parameters, A and o, are used to adjust
the control characteristics of the overlapping sub-
systems.

e The adjustment parameters have clear physical
meanings, which makes adjustment easy.

e The system parameters of the controlled plant are
estimated online, so that there is no need for
detailed models, and greater versatility is achieved
than in conventional methods.

Topics for further research include comparative ex-
periments with previously proposed H., control algorithms,
which requires the development of an accurate emulator. In
addition, the control performance should be verified on a
large-scale real system.
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